Comparative analysis of SMLR, ANN, Elastic net and LASSO based models for rice crop yield prediction in Uttarakhand
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ABSTRACT. The study was aimed to develop the yield forecast model for rice crop yield. Four different techniques, i.e., Stepwise Multiple Linear Regression (SMLR), Artificial Neural Network (ANN), Least Absolute Shrinkage and Selection Operator (LASSO) and Elastic Net (ELNET) were used to build the prediction models. Dataset of meteorological data and crop yield data of 15 years have been used to develop the forecast models. The developed models were also validated on the dataset of three years. The assessment of the developed models was done by using root mean square error (RMSE), normalized root mean square error (nRMSE), Mean Absolute Error (MAE) and on the basis of coefficient of determination ($R^2$). The experimental analysis suggested that the performance for Artificial Neural Network ($R^2 = 0.99$, RMSE = 0.07, nRMSE = 2.20, MAE = 0.06) is better as compared to SMLR ($R^2 = 0.97$, RMSE = 0.08, nRMSE = 2.34, MAE = 0.05), LASSO ($R^2 = 0.62$, RMSE = 0.26, nRMSE = 7.81, MAE = 0.24) and ELNET ($R^2 = 0.54$, RMSE = 0.38, nRMSE = 11.41, MAE = 0.37) for the prediction of rice crop yield for Udham Singh Nagar (USN) district of Uttarakhand. Therefore, for the prediction of rice yield, ANN technique can be well utilised for Udham Singh Nagar district of Uttarakhand.
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1. Introduction

India is a country of agriculture having a variety of food grains. Amongst all the crops rice, wheat, sugarcane, maize, and pulses are the main stable crops for major population living in India. Rice crop contributes more than 40% to the overall crop production (Gandhi et al., 2016). India’s top rice suppliers and exporter’s states are West Bengal, Uttar Pradesh, Andhra Pradesh, Punjab, Tamil Nadu, Uttarakhand, Orissa, Bihar and Chhattisgarh. Uttarakhand state covers 0.3 million ha area under rice cultivation with average productivity of 2 tons/ha. The share of Udham Singh Nagar in the area and production of Uttarakhand state’s rice crop is about 38% and 55% respectively.

Due to various human induced activities and other calamities, there is acceleration in climate change over the
last few decades. Besides this, due to the rapid growth of the population, demand of the food is also escalating. Therefore, it is a need to understand the relationships between climatic variability and crop yield. Prediction of crop yield is a very challenging task. The lack of knowledge of experts, negation of personal perception and fatigue, etc. can be some issues in prediction of yield. The major concern for agricultural planning purposes is the estimation of exact yield for various crops included in the planning. Such issues can overcome by using the decision tools and models for crop yield prediction. Crop yield prediction is very beneficial for the government in making food policies, market prices and import and export policies. Likewise, industries can benefit from yield prediction by better planning of the logistics of their business. Early prediction of crop yield can be helpful for the farmers in making important decisions related to the crops.

Crop simulation and empirical statistical models were used to give the crop yield forecast. But crop simulation methods do not perform better in case of less amount of data. Thus in this case empirical statistical models can be used as a collective substitute as it requires lesser input data. Therefore empirical statistical models with simple regression techniques including historical yield and weather data are a good alternative of crop simulation model. (Lobell and Burke, 2010; Shi, et al., 2013). Useful regression models such as linear regression model to more sophisticated non-linear regression models such as support vector regression, machine learning can be used for yield forecasting purpose. Simple linear regression which is used to model crop yield and climate variables such as temperature and precipitation has a long history (Agrawal, et al., 2001, Jaya kumar, et al., 2016). Some comparisons among regression models for crop yield prediction have been made, looking for the most accurate technique. Drummond et al., (2003) and Fortin et al., (2011) compared classical statistical models against Artificial Neural Networks (ANNs). Srivastava et al., (2020) also examined the impact of heavy rainfall, rainy days and drought on paddy and soybean crop yield.

In this research apart from stepwise multiple linear regression (SMLR), Artificial neural network (ANN), Least Absolute Shrinkage and Selection Operator (LASSO) and Elastic Net (ELNET) technique has been used to give yield prediction of rice crop.

The present research shows the prediction of yield by different methods. Different methods, viz., MLR, SVR and ANN, tested and evaluated using appropriate algorithms. A comparison has been made among these methods. Further it is suggested that which method will be ideal to deploy in real world.

2. Data and methodology

For the development of the rice crop yield model meteorological data (rainfall, minimum temperature, maximum temperature, relative humidity and solar radiation) of 18 years, i.e., 2001 - 2018 was taken from the Agrometeorological observatory located at Norman E. Borlaug Crop Research Centre (NEBCRC), G. B. Pant University of Agriculture and Technology, Pantnagar, Udham Singh Nagar (28.96° N, 79.52° E), Uttarakhand,
India. The historical yield data of the corresponding years has been taken from the Dacnet website. The analysis was performed on the weekly values of the weather parameters.

Four different methods have compared to give the prediction of rice crop yield over the area of study. The models were developed by accumulating 15 years (2001 - 2015) yield and weather data and were validated over the dataset of three years, i.e., 2016 - 2018. For the analysis of dataset, linear regression with step wise technique, artificial neural network with multilayer perceptron (MLP) topology Least Absolute Shrinkage and Selection Operator (LASSO) and Elastic Net (ELNET) regression technique have been used. The analysis was performed with the help of R and Statistical Package for Social Sciences (SPSS) software. Significance level of 5% was used to test the developed models. Prior to conducting the regression analysis, the assumptions of normality, homoscedasticity and multicollinearity were tested by using Q-Q scatter plot (Bates et al., 2014; Field, 2013), Residuals scatter plot (Osborne and Walters, 2002) and Durban - Watson test respectively. Figs. 1&2 shows the study location and the steps that involved in model development respectively.

3. Stepwise multiple linear regression

It is the simplest way to develop the statistical models. It provides a way to select the best predictors among all the set of predictors. In this method, at each subsequent step a predictor variable gets added and its significance gets tested. Therefore, the SMLR is generally used when there is need to select the best predictors among the set of predictors. (Singh et al., 2014; Das et al., 2018).

4. Artificial neural network

Artificial Neural Networks are fully connected network that is organized into layers. ANNs usually consist of one input layer, one or multiple hidden layers and one output layer. In the present study three layers have been used, viz., one input, one hidden and one output layer. Neurons of each layer are interconnected with the neuron of the next layer. The number of neurons in input layer is depending upon the predictor variables in the dataset. The major issue in the implementation of artificial neural network is to estimate the optimum number of hidden neurons. To find out the optimum number of hidden neurons, we have implemented the ‘nnet’ method with 10 - fold cross - validation and used the ‘train’ function of the ‘caret’ package in R software (Kuhn 2008, Das et al., 2018).

5. Least absolute shrinkage and selection operator (LASSO)

Least Absolute Shrinkage and Selection Operator (LASSO) is a regression analysis technique that is used to select the important predictors among a large set of predictors and reduces the coefficients of others predictors to zero. LASSO technique has two parameters, i.e., lambda and alpha that must be tuned to prevent over fitting. The optimal value of lambda was evaluated by minimizing the error using cross-validation (Piaskowski et al., 2016; Das et al., 2020) while the value of alpha was considered as 1.

6. Elastic net (ELNET)

Elastic Net is a regression analysis technique that is used when there is a high correlation among the variables of the dataset. It helps to overcome the weakness of LASSO as well as Ridge regression, i.e., the ELNET technique provides a way to select the best predictors by minimizing the errors. The elastic net consider both L1 AND L2 penalties to give the best prediction (Abbas et. al., 2020).

7. Model performance evaluation

Finally the performance of the developed models was evaluated on the basis of root mean square error (RMSE), normalized root mean square error (nRMSE), coefficient of determination ($R^2$) and modeling efficiency (EF).

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (A_i - P_i)^2}{n}}$$

$$\text{nRMSE} = \sqrt{\frac{\sum_{i=1}^{n} (A_i - P_i)^2}{n}} \times \frac{100}{A}$$
### TABLE 1
Actual and predicted yield of rice by four different techniques

<table>
<thead>
<tr>
<th>Year</th>
<th>Actual Yield</th>
<th>Predicted Yield</th>
<th>Percentage Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SMLR</td>
<td>ANN</td>
<td>LASSO</td>
</tr>
<tr>
<td>2016</td>
<td>3.28</td>
<td>3.25</td>
<td>3.26</td>
</tr>
<tr>
<td>2017</td>
<td>3.54</td>
<td>3.53</td>
<td>3.42</td>
</tr>
<tr>
<td>2018</td>
<td>3.22</td>
<td>3.09</td>
<td>3.19</td>
</tr>
</tbody>
</table>

$$R^2 = \left( \frac{1}{n} \sum_{i=1}^{n} \left( A_i - \bar{A} \right) \left( P_i - \bar{P} \right) \right)^2$$

$$EF = 1 - \frac{\sum_{i=1}^{n} (A_i - \bar{P})^2}{\sum_{i=1}^{n} (A_i - \bar{A})^2}$$

Here, $A_i$ is the observations corresponding to actual Yield, $P_i$ is the observations corresponding to predicted Yield, $\bar{A}$ is the average of the observations corresponding to actual Yield, $\bar{P}$ is the average of the observations corresponding to predicted Yield, $\sigma_A$ is the standard deviation of the Actual Yield and $\sigma_P$ is the standard deviation of the Predicted Yield. The developed model is considered as excellent, good, fair and poor depend upon the values of $n$RMSE lies in the range of <10%, 10-20%, 20-30% and >30% respectively (Jamieson et al., 1991; Sridhara et al., 2020). On the other hand, the value of EF ranges between $-\infty$ to 1. EF values near to 1 shows good model predictions whereas the value of EF equal to zero indicates that the model does not predict better than the average of the observed values (Therond et al., 2011, Sridhara et al., 2020). The value of RMSE close to 0 and the values of $R^2$ close to 1 show good model performance.

### 8. Results and discussion
Linear regression analysis with stepwise technique, Artificial Neural Network (ANN), Elastic Net (ELNET) and Least Absolute Shrinkage and Selection Operator (LASSO) were used to check that the weather parameter ($T_{max}$, $T_{min}$, Rainfall, Relative Humidity and Solar Radiation) significantly predicted the yield of the rice crop of Udham Singh Nagar district.

Before conducting the regression analysis, the assumptions of normality of residuals, homoscedasticity of residuals and multicollinearity were examined by using Q-Q scatter plot, Residuals Scatter plot and Durbin-Watson test. It can be observed that the points in the Q-Q scatter plot (Fig. 3) form a straight-line, thus fulfill the
Tables 2 and 3 present the model performance at the calibration and validation stages, respectively. The performance metrics include \( R^2 \), RMSE, and MAE. The tables show that the ANN technique generally performed better than SMLR, LASSO, and ELNET in terms of these metrics.

After checking the assumptions, the model was developed and then validated. For the validation purpose, the yield and weather dataset of three years, i.e., 2016, 2017, and 2018 has been used. The predicted yield for these three years from the developed model by using four different methods is shown in Table 1. The performance of the models was measured by using \( R^2 \), RMSE, \( n \text{RMSE} \), MAE, and EF (Tables 2 & 3). All the techniques were performed well to give the crop yield prediction, though the analysis also revealed that the ANN technique provided the best results in terms of \( R^2 \), RMSE, \( n \text{RMSE} \), MAE, and EF at the time of calibration.

\[
\begin{align*}
R^2_{\text{cal}} & = 1.00 \quad \text{RMSE}_{\text{cal}} = 0.02 \quad n\text{RMSE}_{\text{cal}} = 0.64 \quad \text{MAE}_{\text{cal}} = 0.02 \\
R^2_{\text{val}} & = 0.99 \quad \text{RMSE}_{\text{val}} = 0.07 \quad n\text{RMSE}_{\text{val}} = 2.20 \quad \text{MAE}_{\text{val}} = 0.06
\end{align*}
\]

The condition of Normality was fulfilled as the calculated Durbin-Watson test statistic was 1.60, indicating the absence of multicollinearity.

After checking the assumptions, the model was developed and then validated. For the validation purpose, the yield and weather dataset of three years, i.e., 2016, 2017, and 2018 has been used. The predicted yield for these three years from the developed model by using four different methods is shown in Table 1. The performance of the models was measured by using \( R^2 \), RMSE, \( n \text{RMSE} \), MAE, and EF (Tables 2 & 3). All the techniques were performed well to give the crop yield prediction, though the analysis also revealed that the ANN technique provided the best results in terms of \( R^2 \), RMSE, \( n \text{RMSE} \), MAE, and EF at the time of calibration.

\[
\begin{align*}
R^2_{\text{cal}} & = 0.88 \quad \text{RMSE}_{\text{cal}} = 0.09 \quad n\text{RMSE}_{\text{cal}} = 3.21 \quad \text{MAE}_{\text{cal}} = 0.08 \quad \text{EF}_{\text{cal}} = 0.86 \\
R^2_{\text{val}} & = 0.97 \quad \text{RMSE}_{\text{val}} = 0.07 \quad n\text{RMSE}_{\text{val}} = 2.34 \quad \text{MAE}_{\text{val}} = 0.05
\end{align*}
\]
SMLR technique analysis had less value of RMSE, nRMSE and MAE in both calibration and validation stage followed by ANN. The performance of ELNET was not found to be worse as compare to the rest of the techniques. Overall, the ranking given to the models based on the different statistical techniques ($R^2$, RMSE, nRMSE and MAE) were ANN > SMLR > LASSO > ELNET. Figs. 5&6 shows the performance of the models at the time of calibration and validation in terms of $R^2$, RMSE and MAE.

9. Conclusions

In the current study four methods, viz., SMLR, ANN, LASSO and ELNET have been used to compare the prediction of rice crop yield at Udham Singh Nagar district. The study concluded that all the four methods performed well though the prediction done by using ANN was more accurate as compared to the rest of the three techniques. Therefore model developed by ANN technique can be very well utilized to give the prediction of rice crop yield of Udham Singh Nagar district of Uttarakhand.
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