Verification of WRF-ARW convective-resolving forecasts over Southeastern South America
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1. Introduction

Southeastern South America (SESA) is one of the regions most affected by intense deep moist convection usually associated to the development of large mesoscale convective systems (MCSs). These systems account for over 80% of the austral summer precipitation (Salio et al., 2007) and most of the severe weather phenomena over the
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region (Matsudo and Salio, 2011). MCS development over the region is favored by moisture transport from tropical latitudes produced by the South American Low Level Jet (SALLJ, Vera et al., 2006). Because of the predominant convective origin of warm season precipitation, Quantitative Precipitation Forecasts (QPFs) are quite challenging during this season. One possible way to address this problem, as a first step, is the use of high-resolution and convection-resolving models using a “cold start” approach (i.e., the model is initialized from an atmospheric state estimated in a low resolution analysis system and little or no information of the mesoscale circulation is present in the initial conditions). This is the approach that has been adopted at the National Weather Service (NMS) of Argentina given the lack of a data assimilation system that can incorporate high resolution observations (i.e., radar and some satellite observations). The first attempt was performed using a regional Numerical Weather Prediction (NWP) model, the Brazilian Regional Atmospheric Modeling System (BRAMS), reaching a 2-km resolution, for a very small area of around 300 × 300 km domain (García Skabar et al., 2011).

Since the Weather Research and Forecasting-Advanced Research WRF model (WRF-ARW) is being widely used in the region and by the scientific community worldwide in general, which produces a huge progress in its development, comparison experiments between BRAMS and WRF models were performed. An objective evaluation for a warm season using similar high resolution configuration for both models showed a better performance for WRF-ARW forecasts (Dillon et al., 2013).

During November-December 2012, the CHUVA Santa Maria Experiment was carried out over SESA, as part of an International Research Project focused on Brazil (http://chuvaproject.cptec.inpe.br). This research project deployed conventional and special observations in order to create a database to describe the cloud processes of the main precipitating systems in the region. This experiment had also a strong modeling component in which the main goal was the evaluation of convective resolving models over the region. In this context, different institutions produced convective-resolving NWP runs for the region to generate ensemble precipitation forecasts from convective allowing models. Particularly, the NMS-Argentina produced the high-resolution forecasts using WRF-ARW that are evaluated in this work.

Aiming to design a forecast system, it is necessary to perform a quantitative verification to assess model performance based on the weather systems that are intended to predict. In particular, verification of mesoscale systems is usually challenging because of the limited predictability in this scale as well as for the high spatio-temporal variability of some variables (i.e., precipitation) and for the intermittency of some phenomena like convection. To address this problem, particularly for rainfall forecasts, the World Meteorological Organization (WMO) issued recommendations for the verification and intercomparison of QPFs from operational NWP models (WWRP/WGNE Joint Group on Verification 2009). Research in this subject has been done by verifying numerical forecasts with resolutions lower than 10 km where convection is explicitly resolved (Fowle and Roebber, 2003; Weisman et al., 2008; Kain et al., 2008, among others). All of them, applying different methodologies, validate high resolution forecasts towards information derived from radar and/or dense spatio-temporal rain gauge networks. These works agree in that standard methodologies may give false representation of a convective-resolving forecast value. Furthermore, the use of traditional metrics can lead to poor scores because of the difficulty in forecasting the exact location of precipitation systems. Particularly, when those precipitation features are comparable in scale to the model grid resolution. In this sense, there are techniques that are more representative of the spatial and temporal variability of the characteristic mesoscale systems such as “fuzzy” verification scores. Ebert (2008) reviewed a variety of “fuzzy techniques available for different applications.

In particular, over some parts of South America (like for example Northern and central Argentina), a major concern for the verification of high resolution forecasts, is the scarcity of in-situ, surface and upper level observations. One of the alternatives to overcome this issue is the use of remote sensing data. Satellite information becomes crucial to provide appropriate spatial and temporal resolution accordingly to the scale of the phenomena forecasted. For precipitation, CPC MORPHing technique (CMORPH, Joyce et al., 2004) estimates are a useful tool to evaluate the model skill in representing the spatial pattern and timing of precipitation forecasts. Another valuable source of highly frequent high resolution information is provided by weather radars. In terms of the relevance of mesoscale verification and due to their higher spatial and temporal resolutions, radar data could be more helpful as it provides more detailed internal structure of precipitating systems.

The aim of this paper is to evaluate the performance of high resolution precipitation forecasts produced with WRF model at the National Meteorological Service in Argentina, for a 30 days period during CHUVA Santa Maria experiment. In section 2 data and methodology are described, in section 3 validation results are presented and finally in section 4 the conclusions are summarized.
2. Data and methodology

2.1. Model description

WRF-ARW model version 3.4.1 (Skamarock et al., 2008) 48-hr forecasts were initialized twice a day (at 00 and 1200 UTC) at the NMS-Argentina from November to December 2012. The main features include 4 km grid spacing, 38 vertical sigma-p levels, 1-hour temporal resolution and convection explicitly resolved over the domain shown in Fig. 1. Model parameterizations includes the Yonsei University (YSU) planetary boundary layer (PBL) scheme (Hong et al., 2006) and the WRF single-moment (WSM), particularly, the WSM6 microphysics scheme (Hong and Lim, 2006) while surface processes are modeled using the 4-layer NOAH LSM (Chen and Dudhia, 2001). YSU PBL scheme is a nonlocal scheme that includes counter gradient flux terms that enables realistic development of a well-mixed layer, while WSM6 scheme is appropriate for examining heavy rainfall events by including graupel as another prognostic variable in addition to rain and snow. Regarding the soil model, the NOAH scheme is a four-layer model that forecasts soil moisture and temperature which includes a time-varying green vegetation fraction, soil type and snow cover with up to two vertical layers. Similar configurations, as the one chosen for this work, are widely used in different institutions around the globe running the WRF model in a real-time basis. As an example, the WRF model with WSM6 microphysics and YSU boundary layer scheme provided useful information on high-resolution weather phenomena over U.S. (Schwartz et al., 2010).

Initial and boundary conditions are provided by the GFS (Global Forecast System) forecasts with 0.5° horizontal grid available every 3 hours. In this work, hourly rainfall and maximum reflectivity forecasts initialized only at 0000 UTC are analyzed for forecast lead times between 12 and 36 hours from 20th November to 19th December, 2012 defined, as follows, as the verification period.

The simulated reflectivity (SCR) has been computed from the forecasted concentration of precipitation-size hydrometeors, assuming Rayleigh scattering by spherical particles and a Marshall-Palmer distribution for the hydrometeors sizes (Kain et al., 2008).

2.2. Remote sensing data

2.2.1. Satellite precipitation estimates

CMORPH passive microwave precipitation estimates (http://www.cpc.ncep.noaa.gov/products/janowiak/cmorph description.html) with 8 km horizontal resolution and 30 minutes temporal resolution version (Joyce et al., 2004) are used as the observational data for the forecast verification.

Although there are currently other satellite precipitation estimates, CMORPH has been selected because the use of microwave data results in a better performance (Ebert et al., 2007; De Maria et al., 2011; Salio et al., 2014) becoming an excellent alternative dataset to the coarse rain gauge networks available over South America as those included in the Global Telecommunication System (GTS, black triangles in Fig. 2). Particularly, among other existing estimates, CMORPH is the most adequate for verification purposes according to the model resolution. Nevertheless, some cautions should be taken when considering the use of remote sensing data instead of surface observations. Few previous studies included a validation of this 8-km CMORPH version over South America. Nonetheless, some results were addressed using coarser resolutions (0.25° × 0.25° horizontal resolution) of 24-hr accumulated values from special rain gauge networks. For example, Ruiz (2009) compared the 0.25° CMORPH version against a denser pluviometric network than the GTS one specially provided for the SALLJ Experiment (Vera et al., 2006). Examining the 2002-2003 warm season, they showed that CMORPH overestimates the observed rainfall over their northeastern region [their Fig. 2(c)] similar to our region of interest. They found that systematic errors are not uniformly distributed and therefore, in order to apply a calibration, also seasonal variability should be considered. Salio et al. (2014) evaluated the 0.25° version of CMORPH data and other five different 24-hr
accumulated rainfall estimates for South America, including products like those of the Tropical Rainfall Measuring Mission 3B42 (Huffman et al., 2007) Version 6, Version 7 and Real Time, Hydroestimator (HYDRO, Vila et al., 2002; Scofield and Kuligowski, 2003) and the Combined Scheme algorithm (CoSch, Vila et al., 2009). As well as Ruiz et al. (2009), they found large overestimations detectable in CMORPH performance, principally for extreme values over plain areas. POD and BIAS scores revealed overestimations for thresholds over 20 mm while correlations of 0.63 for annual 24-hr accumulated data were found for 0.25° CMORPH. Although Cosch achieved better performances than CMORPH, due to the correction with surface observations, CMORPH obtains comparable results with other estimates and has the advantage of providing a high resolution version of the data more suitable for this work purposes. Regarding these issues, both fixed and quantile thresholds will be used to address CMORPH biases with further explanation of this methodology described at section 2.3.

Acknowledging the limitations associated with the scarcity of available surface rain gauges and the CMORPH dataset performance over the region, deeper assessments should be carried out in order to achieve more accurate calibration methods to reduce systematic errors related to rainfall climatological regimes and spatial variability.

2.2.2. Maximum reflectivity

In this study, radar information was provided by the C-Band (frequency: 4-8 GHz, 12 elevations and 1° beam width) dual-polarization operational radar from the Agricultural Technology National Institute(INTA) located in Parana city (31.84° S, 60.53° W). Volume scans of reflectivity every 10 minutes up to 240 km of range were used to compute fields of maximum reflectivity in the vertical column (ColMax). ColMax reflectivity positions were transformed from radial format (i.e., azimuth-range) to corresponding latitude-longitude locations. Then, the latitude-longitude locations were mapped to a 0.5 × 0.5 km grid of 480 × 480 km. Some caution should be taken since the radar resolution degrades with distance from the transmitter, shown by Pappalardo et al. (2014), and C-band radars are affected by attenuation. An automatic clutter filter is applied but no attenuation correction is made. Quality controls and data validation are still in progress for INTA radars.

ColMax reflectivity has become a common post-processing product for both research and operational models. For our purposes, the use of ColMax reflectivity detects the location of stronger convective cells although the information regarding its vertical structure is lost. It is important to note that this product is a way to “summarize” reflectivity information from different levels reducing the complexity between the observed and simulated data comparison. As stated by Koch et al. (2005) it is not possible to make a strict comparison between composite reflectivity computed from a model grid point and that measured by scanning radar due to several problems as ground clutter, anomalous propagation, bright bands, among others.

2.3. Verification scores

For the objective verification of precipitation, 1-hr rainfall accumulations and CMORPH precipitation estimates were linearly interpolated to common grid with 8-km horizontal resolution. Note that this is the same as the native resolution of the CMORPH data but is lower than the horizontal resolution used in the model.

The WWRP/WGNE Joint Group on Verification (WWRP 2009 1, 2009) report lists the recommended verification measures for forecast categories as: (i) forecasts of rain occurrence meeting or exceeding specific thresholds, (ii) forecasts of rain amount, (iii) probability forecasts of rain meeting or exceeding specific thresholds, (iv) verification of ensemble probability distribution. In this work, QPFs verification analysis has been conducted using some traditional grid-point scores of the (i) category as a first approach.
Fig. 3. Hovmoller diagram of 1-hour rainfall (mm) for the 30 day period: 12-36 hr lead time forecasts by WRF (left) and estimated by CMORPH (right). Forecasts correspond to runs initialized at 0000 UTC. Values were averaged in latitude (between 29° S and 34.5° S), over the verification domain.

Equitable threat score (ETS), frequency bias (BIAS), false alarm ration (FAR) and probability of detection (POD) were computed (details can be found in the textbooks of Wilks 2006). These traditional categorical metrics are based on evaluating gridded data against point observations or, in our case, the forecasted value of rainfall in a grid box to the one estimated by CMORPH.

The fraction skill score (FSS, Roberts and Lean, 2008), a fuzzy verification approach is also calculated. This score assumes that a slightly displaced forecast can still provide useful information. Therefore, it is more suitable for model evaluation at the mesoscale where spatial and temporal displacements are common. For the computation of the FSS, both the forecast and observed rainfall fields are filtered by converting them into binary grids using a certain accumulated precipitation threshold. Grid boxes with values higher than the threshold are assigned a value of 1 and those with lower values are assigned a value of 0. Then a radius of influence (smoothing radius, \( r \)) is specified to build a neighborhood around each grid box. FSS compares the fractional coverage of events in the forecast and in the observations, in neighborhoods of different sizes as expressed in the following equation:

\[
FBS = \frac{1}{N} \sum_{j=1}^{N} \left( p_j - o_j \right)^2
\]

\[
FBS = 1 - \frac{FBS}{\frac{1}{N} \left( \sum_{j=1}^{N} p_j^2 + \sum_{j=1}^{N} o_j^2 \right)}
\]

where \( p_j \) and \( o_j \) are the forecasted and observed frequency of the event in the neighborhood of the j-grid point.

Values for \( p_j \) and \( o_j \) fall between 0 and 1 and \( N \) is the number of pixels in the neighborhood area defined by \( r \). As \( N \) varies, also the neighborhood size, defining the spatial scale over which the model is being evaluated. The FSS calculation was computed for different rainfall thresholds and forecast lead times.

Additionally, calculations of these scores are done using quantile thresholds as defined by Jenkner et al. (2008) instead of fixed amplitude thresholds allowing some calibration due to precipitation intensity biases between observational and forecasted datasets. The use of
fixed intensity thresholds splits the precipitation distribution into unknown percentiles, making not obvious whether a certain threshold value represents common or rare events.

3. Results and discussion

As a first insight into the spatial variability of CMORPH rainfall estimates, Fig. 2 shows the accumulated values over the entire 30-day verification period of the CHUVA-Santa Maria experiment. Areas over 500 mm can be found over the verification domain in agreement with the annual mean climatology distribution of CMORPH values over this region (Salio et al., 2014, their Fig. 3). Moreover, there are some areas over which more than the 25% of the days presented values over 20 mm/day (contours in Fig. 2). However, to see how these precipitation accumulations were distributed over the experiment period, Fig. 3 shows that, although there were only a few convective events, at least five had intensities over 10 mm/hr. While the most intense convective events were well captured by the model, forecasted precipitation rates were generally lower.

First, in order to validate the model forecasts, time-average forecasted precipitation is examined to explore the presence of systematic biases as a function of a possible diurnal cycle. To achieve this, hourly precipitation rates were averaged over the verification domain (red box in Fig. 1, 29° S - 34.5° S; 63.5° W - 57.5° W) for the entire verification period (Fig. 4). Large differences between the forecast and estimated precipitation are found on the first 6 to 7 hours due to the spinup period of the mesoscale circulation in the model (Kain et al., 2008). This is mainly a consequence of the lack of information about mesoscale circulation in the initial conditions. These circulations need to develop in the model and this takes certain time that is usually around 6 hours. No liquid water or ice is present in the model initial conditions, so clouds also need to develop during the model spinup period. Apart from the bias in the first hours, Fig. 4 shows that the model does not capture the shape of the diurnal cycle of precipitation with two distinct maximum biases around 8 and 2100 UTC. In fact, the total precipitation and the amplitude of the diurnal cycle is under predicted, especially during the morning (8 - 10 - hr forecast time) and early nighttime (20-22 hr
forecast time) when the model produces nearly half of the estimated precipitation. These results could be related to the diurnal cycle of mature stage MCSs during SALLJ events (Salio et al., 2007). A different model performance in representing rainfall diurnal cycle was found by Kain et al. (2008) for similar convective cases over the United States Great Plains. This could correspond to the fact that they were able to evaluate the model performance against stage II precipitation dataset which optimally combines both radar data and rain gauge data (Baldwin and Mitchell, 1998). Bottom panel in Fig. 4 shows the fractional coverage of hourly rainfall over 1mm/hr and 10 mm/hr averaged over all days. The fractional coverage in the model is systematically lower than in the estimations suggesting that, at least part of the bias previously discussed, can be due to a smaller size of the precipitation systems produced by the model. Considering 1 mm/hr threshold, differences between the forecasted and estimated area of precipitation are larger than for a higher threshold. The model overestimates the area with rainfall rates over 10 mm/hr during the early afternoon (13-18-hr forecast time) and fails to capture the diurnal cycle in the size of areas with precipitation over 10 mm/hr.

It is not clear at this point if differences between the forecasted and the estimated precipitation for the 1 mm/hr threshold comes from model deficiencies alone or if they are strongly affected by CMORPH biases which are known to be important for weak rainfall rates. For this reason, quantile-based thresholds are used for computing the objective scores, in order to reduce the impact of biases present both in the forecast and in the estimated rainfall values. Moreover, the remaining calculations were focused on the 12 to 36 hr lead time period to avoid problems related to the model spinup period. Fig. 5 presents the results obtained with the traditional scores. Using thresholds based on the quantiles from the precipitation distribution improves the results as it removes the systematic component of the error before comparing the forecasts and the estimates. In general, when considering 6-hr accumulated values, higher skills are present (Fig. 5). POD and ETS values reflect that the model shows poorer performance as the lead time increases, where for the 36-hr lead time a smaller improvement can be noticed reaching values similar to those found at 24-hr lead time. This could be partially explained by the diurnal cycle of summer convection over this region which has relative maximum activity during nighttime hours around 0600 UTC (30 hr lead time) so that it becomes harder to predict accurately. In the ETS case, this could be associated to the fact that this score is not as “equitable” as revised by Hogan et al. (2010) and Hamill and Juras (2006). Therefore, this score is highly dependent on the climatology and sample size and also dependent on the locations where precipitation was more frequent.

An alternative to the previous point-based scores is the use of a smoothing filtering method applied to both the forecast and observed fields and then to calculate verification scores on the filtered field (Gilleland et al., 2009). One approach is presented as a “fuzzy” or neighborhood technique where values of a forecast in space windows are compared relative to a point in the
observation field. Thus, these methodologies are appropriate for high resolution forecasts where an evaluation of the skilful scales at which forecasts are useful can be achieved. In fact, to analyze the model performance at different horizontal scales, FSS was computed for different percentile thresholds for 12 to 36 hour forecast lead times. The size of the radius of influence considered varied from 8 km (1 grid point) up to 120 km (15 grid points). For a radius equal to 8 km (1 grid point), caution should be taken as it pairs CMORPH resolution.

Mittermaier and Roberts (2010) analyzed the skilful spatial scales using the FSS for idealized geometric and realistic cases. A 0.5 FSS value is found to be a critical threshold where greater values represent skilful scales and values tending to zero are more representative of random forecasts. They also show that forecast biases affect the FSS behavior in the way that as the neighborhood increases the FSS doesn’t reach the optimum value of 1. On the other hand, they show that timing errors also result in the degradation of the FSS magnitude as well as if the verification domain has large areas with no rainfall.

Fig. 6 shows the FSS values obtained for different quantile-based thresholds and forecast lead times, for the 6-hr and 1-hr accumulated precipitations. As expected, FSS increased as the radius of influence increased. However, as thresholds increased, the FSS worsened at all scales indicating that the model had poorer skill at forecasting heavy precipitation events. These results are in accordance with those presented by Schwartz et al. (2009). However, as well as the ETS behaviour, the FSS show higher values at the 36-hr compared to 30-hr lead time, which could be related to the sample size of events analyzed, location and spatial distribution maximum frequencies. Lower temporal resolutions like 6-hr accumulated forecasts (top panel) present some skilful for the lowest percentile threshold. On the other hand, hourly forecasts (bottom panel), present very poor performance with almost no skill between 18 hr and 30 hr lead times.

In the period studied, WRF model captures precipitating systems but it underestimates the amount of rainfall. Results are overall encouraging since are similar to those obtained with similar forecasting systems in other regions of the world (Kain et al., 2008) and also with those reported for the same region at comparable model resolutions (Dillon et al., 2013). Nevertheless, more research should be made to address the uncertainty in the forecast fields considering verification techniques against other sources of observations according to the model resolution.

Case study: 5th December, 2012

In this section a forecast evaluation of the most intense convective system observed during the verification
period is performed. Convective activity began on the 4th December, embedded in a synoptic situation dominated by the presence of a South American Low Level Jet (Salio et al., 2007). To illustrate the model performance in representing precipitation, 1-hr simulated precipitation is shown in Fig. 7. The maximum precipitation rates in this period (over 15 mm/hr) are well captured by the model. It can be noticed that there were two most distinctive convective pulses, the first one developed during the 6th December reaching its maximum at 0600 UTC with values over 40 mm/hr. During the next hours, several convective cores developed ahead of an advancing cold
front. By 1800 UTC convection was better organized and aligned with the cold front moving towards the northeast.

The model developed a quasi-linear convective system oriented primarily northwest-southeast ahead of a cold front advancing to the northeast. Although the placement was accurately forecasted the rainfall area is narrower compared to that estimated by CMORPH, which is consistent with the systematic biases previously discussed. In this regard, the spatial structure of both simulated and estimated precipitation are quite different, CMORPH shows a broader band with lighter values and not as continue as the one forecasted by the model at 0000 UTC. Moreover, the model overestimated the intensity of heavy precipitation with small cores exceeding 60 mm/h while areas with less than 10 mm/hr are underestimated (Fig. 8).

Fig. 9 shows the simulated ColMax reflectivity from 5th to 7th December, 2012 at 1200 UTC, averaged between 31°S and 33°S. The observed averaged reflectivity from Parana radar is also shown for comparison. Spurious ColMax values around 2 dBz can be noticed in the radar data which are associated ground clutter. Most active convective activity is seemed to begin during the 6th December at 1800 UTC up to 1200 UTC on the 7th over the Parana radar area and southeastern Uruguay. The evolution of the highest echoes is well captured by the model though the highest echoes are overestimated. This could be associated to the fact that, during warm season, reflectivity values of Parana radar are underestimated during 2009-2013 heavy precipitation events as found by Pappalardo et al. (2014) using TRMM information. The west to east propagation speed of the system is also well represented by the model. Additional insight was gained as the convective structure was successfully captured by the model though the most intense echoes were overestimated and positioned ahead of the extended line (not shown). These results are comparable to those found by Kain et al. (2008) where they used base reflectivity at a fixed height instead of the column maximum values, although they also found similar systematic biases in the simulated reflectivity fields.

4. Summary

During November-December 2012 as part of the CHUVA Santa Maria experiment, different institutions produced high resolution numerical forecasts over SESA in order to generate ensemble precipitation forecasts from convective allowing models. In this paper, an evaluation of the performance of convective-allowing WRF model precipitation forecasts produced at NMS-Argentina with 4-km horizontal resolution for the region was performed.
A 30-day verification period, as well as a particular case study, were analyzed. By examining traditional verification scores, it seems that WRF model forecast captures reasonably well the position and timing of the convective events, even though the magnitude was underestimated. Accumulated rainfall averaged over the verification domain are underestimated by the forecast as well as the areal coverage for small thresholds. It is important to note that these biases can be partially associated to biases present in the CMORPH precipitation estimates that has been documented in previous studies. In order to remove the biases present in the forecast and in the CMORPH estimates, verification metrics were computed using thresholds based on the quantiles of the rainfall rates distributions.

Were the methodologies correct to analyze the model performance? To understand the results obtained we should consider some limitations of the scores analyzed here. For example, the use of scores as ETS, POD or FSS cannot explain biases due to differences in timing and position or intensities of estimated and forecasted rainfall.

These were preliminary results for only a month period where only a few convective events were observed. An objective verification of convective-allowing forecasts over the region has to be carried out over a longer period in order to extend the analysis presented in this work and in order to obtain more statistically robust measures of forecast skill. Furthermore, a comparative analysis with the operational lower-resolution parameterized-convection forecasts will provide additional insight on the advantages of convective-allowing forecasts over the region. Moreover, accordingly to the time-space scale of the convective events analyzed, other verification techniques could be applied. Spatial verification approaches should be considered such as object-oriented methods like the Contiguous Rain Areas Method (CRA, Ebert and McBride, 2000) in order to understand other features of the forecast evaluation. Exploring other methodologies as discussed in Gillett and et al. (2009) in agreement with the observational dataset available could provide more information about the model’s performance and precipitation small-scale features. On the other hand, calibration techniques, in agreement with the available observations, should be explored in order to account for a bias reduction.

Nowadays, a forecast system similar to the one implemented for the experiment is running operationally at the NMS-Argentina. A forecast database is being generated, so a validation of precipitation forecast for a longer period could be achievable. Other spatially-based or “fuzzy” verification techniques could present an alternative for the high resolution rainfall forecasts evaluation enabling a better representativeness of the uncertainty of these highly variable fields. A similar approach as the one applied here could be explored by the use of timing windows for the FSS calculation. On the other hand, more knowledge about the model’s skill could be gained by examining seasonal variability and focusing the analysis over other sub-regions based on rainfall regimes. Pursuing and assessing different operational calibration strategies of radar-based information and satellite rainfall estimates could lead to better results.
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